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Why AI policy and policy recommendations are 
important? Especially in Law Enforcement? 



Because it is important that all of 
us  “together” - policy makers, 
civil society, practitioners, 
developers, industry, researchers -
we shape a human-centric 
approach to trustworthy AI; 
an approach that respects human 
rights and democratic values; 
an approach that fosters ”trust” in 
an important area for all, such as 
Law Enforcement.   



How can this be achieved? 



The popAI approach to AI Policy 
Recommendations for LEAs

How popAI addressed this challenge....

• By consolidating distinct spheres of knowledge: 
• Theoretical & empirical knowledge 
• by academics & non-academics, 

• in order to offer a unified and integrated European view across LEAs, and 
provide specialised knowledge outputs (recommendations, etc), while 
creating an ecosystem that will form the structural basis for a sustainable 
and inclusive European AI hub for Law Enforcement. 

“Approach”

“Stakeholder 
participation”



popAI Policy Recommendations

Novel Methodological Approach 

• A holistic –multiperspective-
methodological approach to 
facilitate the implementation 
and usage of ‘trusted’ AI tools in 
the domain of security

• Input from all project activities, 
WPs, Tasks 

popAI policy framework 



Phase 1: 
Bottom-up approach

Phase 2: 
Top-down approach

Phase 3: 
Integrated input

Community-driven policy 
perspectives for AI in law 
enforcement across EU  
- Policy Lab 1: Greece (May 2022) 
- Policy Lab 2: Germany (Sep. 

2022)
- Policy Lab 3: Slovakia 

(Dec.2022)
- Policy Lab 4: Italy (Apr. 2023)
- Policy Lab 5: Spain (Apr.2023)
- Policy Lab 6:  Belgium (Sep 

2023) 

Civil society and their 
representatives (NGOs, etc), 
practitioners, LEAs, diverse 
domain experts 

Literature and expert-
driven
- Research findings
- Expert input 

Expert-driven 
perspectives, mainly 
driven from the project 
experts

Integating policy 
recommendations 
- Collecting input from 

Phase 1, 2
- Integrating input

Researchers
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But how can we map and analyse an integrated set of AI 
policy recommendations for LEAs?

What sort of conceptual tool could enable us to identify and 
describe the core policy concepts, categories and entities, 
and the interconnections between them? 



An AI Policy Ontology – As a conceptual tool for mapping the Core Concepts and Relationships for AI Policy 
Recommendations



An AI Policy Ontology -Core Concepts and Relationships for AI Policy Recommendations

Policy 
Formulation



An AI Policy Ontology -Core Concepts and Relationships for AI Policy Recommendations

Policy 
Implementation & 

Analysis 



popAI policy 
recommendations overview 
(1st Policy Brief Deliverable 
D1.6)

* Reactive policy recommendations focus on 
the current state of affairs.  Proactive focus on 
the future state of affairs (short-term future). 

9 policy 
recommendations 
for AI in Law 
Enforcement (2022)



popAI policy 
recommendations overview 
(2nd Policy Brief 
Deliverable D1.7)

Part 1/4

17 policy 
recommendations for AI in 
Law Enforcement (2023)



popAI policy 
recommendations overview 
(2nd Policy Brief 
Deliverable D1.7)

Part 2/4



popAI policy 
recommendations overview 
(2nd Policy Brief 
Deliverable D1.7)

Part 3/4

Prior 
to Use

Use

Post 
Use



popAI policy 
recommendations overview 
(2nd Policy Brief 
Deliverable D1.7)

Part 4/4



How can we analyse… these AI Policy Recommendation for LEAs? 



Reactive Pro-Active

65,4% 80,7% 61,5%

Both 
Reactive & Proactive

Policy Type

Linkage with the AI policy ontology



Policy Level

Ethical Level: 57,7% 

Societal Level: 53,8% 

Organisational Level: 50% 

1

23

4

Inclusion/Diversity Level: 15,4% 
Regulatory Level: 11,5%
Research Level: 11,5% 

5

Multi-level policy 
recommendations 

73,1% 

Linkage with the AI policy ontology



Target Audience 

90,5% 

Linkage with the AI policy ontology

Target Audience

European 
Commission (EC)

Global Community

State Parliaments  

EU Parliament

Ministries

Municipalities

Civil Society Org.

Universities,etc

46,5%

46,5%

50%

26,9%

3,8%

7,6%

7,6%



27%

50%

31% 31%
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In conclusion…….



Aiming to foster trust 
in AI for the security domain 
popAI provides a holistic - 
multi-perspective, multi-

stakeholder- AI policy 
recommendations 

that aim to respond to
our evolving technology-

enabled environment, 
taking into consideration the 

multiple voices of our society. 



By introducing a new methodological approach and conceptual framework – 
AI Policy Ontology - for the design and implementation 

of AI policy in the law enforcement domain. 

An AI Policy Ontology for the for Civil Security domain 



Thank you !




